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Abstract. The present paper proposes the Dynamic Gentle Random Early Detection
(DGRED) algorithm for early stage congestion detection at the router buffer. Generally,
the proposed DGRED algorithm depends on the stability of the average queue length at
a specific level between allocated minimum and maximum threshold values, with the aim
to improve the network performance. The DGRED algorithm is simulated and compared
with the most known Active Queue Management Early Detection (RED) algorithm and
two of its variants, namely, Gentle RED and Adaptive GRED. This comparison was con-
ducted based on different performance measures, such as mean queue length, throughput,
average queuing delay, packet loss, and dropping probability for packets. The comparison
aimed to identify the algorithm that offers better performance measurement results under
either non-congestion or congestion situation at the router buffers. The acquired results
show that the proposed algorithm contributes in providing lesser queue length, delayed
queuing, and packet loss probability compared with the existing algorithms when high
packet arrival probability appears, that is, (> 0.63). Furthermore, DGRED generates
adequate throughput when the packet arrival probability value is high.
Keywords: Congestion control, Gentle random early detection (GRED), Adaptive
GRED, Random early detection (RED), Performance evaluation, Simulation

1. Introduction. The performance of computer networks and Internet technologies are
constantly being questioned because of their rapid growth. Congestion is one of the major
problems that challenge network performance [1,2]. Congestion occurs when buffers of the
network routers can no longer handle the incoming packets, as the amount of incoming
packets exceeds the available network resources [3]. The drawbacks of congestions are as
follows. Congestion plays a major role in worsening network performance by increasing the
packet dropping probability (Dp) and increasing packet loss probability (PL). In addition,
congestion may lead to an increase in the mean queue length (mql) and the mean waiting
time (D) of packets, which will finally degrade the amount of packets passing through the
buffer of the routers, namely, the throughput (T ) [4].

Congestion is associated with the status of the average queue length (aql), which in turn
affects network performance. When aql value increases, T value likewise increases. At the
same time, D and PL increase, and the router buffer overflows. By contrast, when the aql
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value relatively decreases, D and T likewise decrease. Network efficiency is decreased in
both cases. Thus, congestion control is required to maintain a stable aql value, optimize
the utilization of network resources, and enhance its performance.
Enormous congestion control algorithms, such as Random Early Detection (RED) [5],

Gentle RED (GRED) [6], and Adaptive Gentle RED (AGRED) [7], have been proposed.
However, these algorithms have failed to dynamically adjust to provide the best solution
based on the status of the aql. Generally, the disadvantages of the existing congestion
control algorithm can be summarized as follows. The existing algorithms use static prob-
ability for packet dropping, which leads to large drops in the number of packets when
the probability value is high and bursty traffic is present. With bursty traffic, a heavy
congestion signal is given out, which then leads to large packet drops. Conversely, net-
work performance becomes degraded when the probability of packet dropping is set too
low. Specifically, Dp, PL, mql, and D will increase, and T will decrease. Consequently,
a dynamic mechanism is required to implement packet dropping based on the conges-
tion status. This paper aims to propose a new algorithm called the Dynamic GRED
(DGRED) to address the aforementioned disadvantages and to improve network per-
formance. Improving network performance involves alleviating PL and obtaining more
satisfactory performance measurement results with reference to mql and D when heavy
congestion occurs at the router buffers of networks.
The rest of the paper is organized as follows. Section 2 presents previous related work.

The proposed algorithm is discussed in Section 3. Section 4 presents the simulation
information. The results of the developed simulation are discussed in Section 5. Section
6 presents the applications of the DGRED algorithm. Finally, conclusions are stated in
Section 7.

2. Related Works. Several studies on controlling congestion and handling the afore-
mentioned problems have been conducted in the past [8-13]. The Drop Tail (DT) method
[14,15] aims to control congestion using a fixed router buffer size to optimize queuing
delay. The DT method sets the size of the router buffers to a maximum while dropping
all incoming packets when the router buffers overflow. The drawback of this method is
the possibility of a rise in high packet queuing delay. DT may also depend on setting the
router buffers to a minimum size, which decreases the throughput T . The DT method
has several other drawbacks, such as, increase in packet loss rate, saturation of the queue
router buffer [4], and global synchronization [5].
Active Queue Management (AQM) is a set of methods proposed to overcome the limi-

tations of the DT method discussed earlier. Unlike the DT method, which starts dropping
packets only after the router buffers overflow, AQM methods usually start dropping pack-
ets in the early stages. Consequently, early congestion control allows sources to decrease
their transmission rates early, right before the router buffers are completely occupied.
AQM controls the congestion in the router’s buffer, improves the throughput, decreases
packet queuing delay, decreases packet loss rate, and keeps the mql at a minimum. AQM
emerges with an adaptable utilization buffer size. Packet droppings are initiated based
on a calculated threshold value to prevent buffer overflow. AQM first calculates the value
of aql then compares it with the given threshold. When the aql value is greater than
the threshold value, all packets arriving at the buffer are dropped with the probability of
preventing router buffer overflow [16-18].
Enormous algorithms for congestion control, such as RED [5], GRED [6], AGRED [7],

VIATIME-DELAY AFFINE TAKAGIUGENO FUZZY MODELS [19] and other time-
discrete queue analytical models [5-8], have been built based on AQM.
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Figure 1. The single router buffer for RED

RED is one of the most significant algorithms for congestion control [5]. RED manages
the congestion before the router buffer overflows using the computed aql and two calcu-
lated thresholds values, namely, minthreshold and maxthreshold. Generally, RED detects
the congestion by initially computing the aql and comparing it with the minthreshold and
maxthreshold. Congestion does not occur when aql is smaller than the minthreshold. The
routers, therefore, do not drop any packet. If the aql is between the two thresholds, the
arriving packet is dropped and the probability is calculated as Dp to alleviate congestion.
Finally, when the aql is above the maxthreshold, all arriving packets are dropped to a Dp

value equal to one (Figure 1).
Generally, RED’s drawback is the varying aql computed according to the congestion

status. Hence, if the congestion status is light, the aql value will be close to the minthresh-
old. If the congestion status is severe, the aql value will be close to the maxthreshold; thus,
the packet Dp will increase, and the buffer will overflow. Another drawback is the reliance
of the computed aql on the traffic load (number of connections). If the traffic load is high,
the aql value may exceed the maxthreshold. In such a case, network performance in many
aspects will worsen. Therefore, the router buffer will drop every arriving packet. Thus, the
RED parameters must be set at particular values to ensure satisfactory performance. If
the traffic load is low, the aql will normally be lesser than the minthreshold. Consequently,
no arriving packet is dropped. Overall, RED cannot stabilize its aql value between the
minthreshold and maxthreshold when the traffic load changes suddenly (i.e., bursty traffic)
[20,21].

Floyd [6] proposed the GRED to overcome some of the limitations in RED [6,21,22].
Similar to RED, the GRED algorithm mainly aims to manage and control the congestion
networks at the early stage. GRED implements its algorithm by stabilizing the aql at
a certain level. GRED employs a similar approach used by RED in calculating the Dp.
However, GRED utilizes three thresholds, namely, minimum, maximum, and doublemax-
imum. Generally, GRED reacts with the arriving packets based on one of the following
scenarios (Figure 2):

1) When the aql at the router is below the minthreshold, no packets are dropped.
2) If the aql is between the minthreshold and maxthreshold, the router will drop the

arriving packets randomly, similar to RED.
3) If the aql is between the maxthreshold and the doublemaxthreshold, the packets are

dropped randomly with higher probability compared with the previous case.
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Figure 2. The single router buffer for GRED and AGRED

4) If the aql is equal or greater than the doublemaxthreshold, the GRED router drops the
arriving packets with Dp equal to one (i.e., arriving packets are dropped).

Unfortunately, GRED has some limitations. First, GRED deals with several threshold
values. Second, GRED must set its parameters to specific values to obtain satisfactory
performance (i.e., parameterization). Third, when the aql is less than the minthreshold
and heavy congestion occurs, the aql will take time to adjust, during which the router
buffer will likely overflow. Thus, no packets are dropped despite the overflowing GRED
router buffer.
The AGRED algorithm is proposed to improve the performance of GRED during router

buffer congestion (i.e., deriving better quality results with reference to the mql, D, and
PL performance measures). In addition, the AGRED algorithm aims to enhance the
parameter settings (e.g., the maxthreshold and the maximum value of Dint, which is the
Dmax of GRED). The calculation of the aql in AGRED is also similar to that in GRED.
Therefore, AGRED decides on packet dropping in a manner similar to that in GRED [7]
(Figure 2).
The main difference between the GRED and the AGRED lies in the calculation of the

Dinit value (the initial packet Dp). In AGRED, the Dinit value varies between the Dmax

values to 0.5, as long as the aql value is between the maxthreshold and doublemaxthreshold.
In GRED, when the aql value is between the maxthreshold and the doublemaxthreshold,
the calculated Dinit value of GRED varies from the Dmax value to 1.0. In summary, all
the aforementioned related methods fail to implement a congestion control that can deal
with all congestion cases encountered by the network resources, the performance of which
is consequently affected.

3. The Proposed DGRED. The proposed DGRED is an extension of GRED. DGRED
employs a dynamic maxthreshold and doublemaxthreshold to control the congestion in the
router buffer at the early stage before it overflows. The aim of the DGRED algorithm is
to stabilize the aql using a new defined value called Target aql(Taql). Taql is calculated
between the minthreshold and maxthreshold (Figure 3). Another aim for the proposed
DGRED is providing better performance results than other AQM algorithms such as
RED and two of its variants like GRED and AGRED. These better performance results
are represented by the results of mean queue length, average queueing delay and packet
loss probability when heavy congestion has occurred.
DGRED also updates the maxthreshold and doublemaxthreshold parameters at the

router buffer to enhance network performance. DGRED uses the GRED algorithm’s
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Figure 3. The single router buffer for proposed dynamic GRED

Figure 4. The proposed dynamic gentle random detection

policy in dropping packets with probability when the aql is between the minthreshold and
doublemaxthreshold.

3.1. DGRED process. The DGRED’s processing stages are illustrated in Figure 4. The
parameter setting initialization step (Step 1) is triggered as the packet arrives at the router
buffer. DGRED initiates the minthreshold and maxthreshold to the same values as those
in the RED and GRED algorithms [5,6]. Furthermore, the doublemaxthreshold is set to
the same value as that in GRED [6]. The aql is initialized to 0.0 and the counter (C) is
set to −1. The parameter C represents the number of packets that have arrived at the
router buffer thus far and have not been dropped since the last packet was dropped. The
value of the aql is initialized in this stage as well.

The DGRED algorithm then calculates the Target Value (Taql) (Step 2) using Equation
(1). The proposed DGRED algorithm uses a calculated Taql value that points to a specific
position in the router buffer. The Taql value is introduced to stabilize the aql between the
minthreshold and maxthreshold fort the detection of congestion at the early stage. The
indicated position by Taql identifies the incipient congestion situation. Generally, Taql is
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Figure 5. Calculation aql

calculated using Equation (1) as follows:

minthreshold+ doublemaxthreshold

#threshold
(1)

where # thresholds is the number of thresholds used by the algorithm (minthreshold,
maxthreshold, doublemaxthreshold). Equation (1) is derived to obtain the Taql between
the minthreshold and maxthreshold position values. GRED recommends that the setting
value of the maxthreshold is at least double that of the minthreshold [6]. Therefore,
any setting value of the initialized minthreshold and maxthreshold always makes use of
Equation (1) to provide a Taql value between the minthreshold and maxthreshold values.
This result helps in stabilizing the aql around the Taql value between the minthreshold and
maxthreshold positions. This method prevents build up in the router buffers, resulting in
fewer dropped packets.
DGRED then (Step 3) examines the queue status and calculates the value of aql based

on whether the router buffer is empty or not, as illustrated in Figure 5. Accordingly, if
the queue is empty, the value of the aql is calculated based on the current time-idle time
(n). The aql is calculated using Equation (2). On the other hand, if the queue at the
router buffer is not empty, the aql is calculated using Equation (3).

aql = aql × (1− qw)n (2)

aql = aql × (1− qw) + qw × q instantaneous (3)

In the following step (Step 4), DGRED compares the calculated aql value with the Taql

value and subsequently updates maxthreshold and doublemaxthreshold positions to improve
network performance (Figure 6). The values of both maxthreshold and doublemaxthreshold
are updated with reference to the aql value. The increment and decrement in these
thresholds are calculated using Equation (4). Notably, Equation (4) is performed only
before the maxthreshold and doublemaxthershold values are updated.

(Doublemaxthreshold−minthreshold)× 1

number of threshold
(4)

The maxthreshold and doublemaxthreshold values are increased and decreased by Equa-
tions (5) to (7) to manage congestion at the router buffers. This management is done
by increasing and decreasing maxthreshold and doublemaxthreshold values around the Taql
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Figure 6. Maxthreshold and doublemaxthreshold updating process

level. Therefore, the aql value stabilizes at the Taql level. This stabilization can prevent
the filling up the router buffers. As a result, fewer packets are dropped. Furthermore, the
calculated maxthreshold and doublemaxthreshold values provided by Equations (5) to (7)
can increase and decrease the aql value around the Taql level in a slow mode. Therefore,
Equations (5) to (7) are derived.

As such, if the aql is smaller than the minthreshold value, no congestion occurs and the
minthreshold and maxthreshold values will not change [6]. However, if the aql is larger
than the minthreshold value and less than or equal to the Taql, and the maxthreshold value
is greater than or equal to three times that of the minthreshold, then the maxthreshold and
doublemaxthreshold values are changed using Equations (5) and (6), respectively. As such,
the aql value increases accordingly to be stabilized at the Taql. On the other hand, if the
aql is greater than the Taql and less than or equal to the (capacity of buffer –minthreshold),
the maxthreshold and doublemaxthreshold values are changed using Equation (7). Thus,
they become equal and they prevent the doublemaxthreshold value to go over the buffer
capacity. Subsequently, the maxthreshold and doublemaxthreshold values are increased to
push the aql toward the Taql and to alleviate the congestion at the router buffer by serving
more packets.

maxthreshold− (doublemaxthreshold−minthreshold)× 1

number of threshold
(5)
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doubleMaxmumthreshold− (doublemaxthreshold−minthreshold)

× 1

number of threshold
(6)

maxithreshold+ (doublemathreshold−minthreshold)× 1

number of threshold
(7)

Lastly, if none of these cases occurs, the maxthreshold is set to the same values as those
in the RED algorithms [5] and the doublemaxthreshold is set to a similar value as that in
GRED [6].
In the final stage (Step 5) of the DGRED algorithm, the congestion is estimated and

packet dropping is implemented, as illustrated in Figure 7.
The congestion status is estimated based on the aql value. As such, if the aql value is

smaller than the minthreshold, no packet is dropped because no congestion is presented
at the DGRED router buffer. In addition, the Dp is set to 0.0 and the C value is set
to −1. Hence, no packet is dropped. On the other hand, if the aql value is between the
minthreshold and maxthreshold values, the DGRED router buffer drops packets in a way
similar to that in GRED. Dropping packets is allocated with the increasing C value by

Figure 7. Estimate congestion and packet dropping
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one and calculating the Dp for the arriving packet using Equation (8).

Dp =

Dmax×(aql−minthreshold)
maxthreshold−niuthreshold

(1− C ×Dinit)
(8)

On the other hand, if the value of the aql is between the maxthreshold and doublemax-
threshold, the DGRED router buffer drops the packets in a way similar to that in GRED,
which involves initializing the C value to 1 and calculating the Dp for the arrival packet
using Equation (9). Finally, if the aql value is greater than or equal to the doublemax-
threshold, the DGRED router buffer drops/marks every arriving packet with Dp = 1 and
sets C to zero. Subsequently, when the DGRED router buffer becomes empty, the idle
time is set to current time.

Dp =
Dmax +

(1−Dmax)×(aql−maxthreshold)
maxthreshold

(1− C ×Dinit)
(9)

4. Simulation. RED, GRED, AGRED, and the proposed DGRED are simulated based
on a discrete-time queue that uses slot as a unit of time [10,23]. Each slot may involve
packet arrival and/or departure. The compared algorithms are simulated by applying
them in a network consisting of a single router buffer node. Notably, both packet arrival
and departure are implemented in single mode. The scheduling mode is first-come-first-
served. The RED, GRED, AGRED and DGRED simulations are implemented in Java on
an i7 processor machine with 1.66GHz and 4GB RAM.

In the conducted simulation, the probability of the arriving packets at the router buffer
in a fixed time unit called slot is denoted by α [23]. The probability of packet departure
from the router buffer in a slot is denoted by β. Packet arrivals can be modeled using a
Bernoulli process, whereas packet departures can be modeled using a geometrical distri-
bution. Using geometrical distribution, packet inter-arrival times and service times are
estimated to the values 1/α and 1/β, respectively.

5. Evaluation Results. The performance of the proposed DGRED algorithm is com-
pared with those of GRED, AGRED, and RED. The performances of these algorithms
are measured ten times in ten runs, each taking different seeds as input to the random
number generator. This step removes possible bias in the output results and produces
confidence intervals for the performance measures. The performances of all AQM methods
are calculated after the system reaches a steady state.

For the parameter settings, RED, GRED, and AGRED are initiated using identical
parameters at most. To create congestion and non-congestion scenarios at the buffer,

Table 1. Parameter settings for GRED, AGRED and RED algorithms

Parameter GRED, AGRED RED
Probability of packet arrival 0.18-0.93 0.18-0.93

Probability of packet departure 0.5 0.5
Router buffer capacity 20 20

Qw 0.002 0.002
Dmax 0.1 0.1

Number of slots 2000000 2000000
minthreshold 3 3
maxthreshold 9 9

doublemaxthreshold 18 −−−−−
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the probability of packet arrival was set to several values; each value tends to create a
congestion or non-congestion status. The buffer size room of 20 packets was used to
detect congestion at small buffer sizes. The total number of slots used in the experiments
was 2000000. This value allows the incorporation of accurate performance measures and
encapsulates a sufficient warm-up period. The warm-up period is terminated when the
system reaches a steady state. The minthreshold, maxthreshold, Dmax, and qw values
are set to 3, 9, 0.1 and 0.002, respectively, as recommended in RED [5]. Finally, the
doublemaxthreshold value is set to 18 as recommended in GRED [6]. Table 1 lists all the
utilized parameters.
The simulation results are measured using several performance metrics (e.g., mql, T ,

D, PL, and Dp), which are discussed in the following subsection.

5.1. Mql, throughput, and delay. Figures 8-10 illustrate the output performances
of RED, GRED, AGRED, and DGRED using different probabilities of packet arrivals.
Specifically, Figure 8 illustrates the mql versus the probability of packet arrival.
Themql for all algorithms and the proposed DGRED algorithm is identical up to certain

value of the probability of packet arrival (e.g., 0.33). In such a low probability value, there
is at most a light congestion state because the probability of packet arrival is lower than
that of packet departure (a < B). In such case, all the compared algorithms sustain a
good and stable mql. However, for a higher probability value, congestion is more likely
to exist at the router buffers. Accordingly, the mql of the AQM algorithms increases
exponentially. The proposed DGRED, on the other hand, performs better than the AQM

Figure 8. mql vs. probability of packet arrival

Figure 9. D vs. probability of packet arrival

Cop
y R

igh
ts 



DYNAMIC STOCHASTIC EARLY DISCOVERY 1123

Figure 10. T vs. probability of packet arrival

Figure 11. PL vs. probability of packet arrival

algorithms in terms of mql at such high probability values. This phenomenon occurs
mainly because DGRED drops fewer packets than RED, GRED, and AGRED. Figure 9
illustrates a comparison of the delays in all the algorithms.

Once again, the proposed DGRED performs better in terms of the average queuing
delay. However, AGRED also shows good performance in terms of delay. This result is
due to the fewer dropped packets in DGRED than those in RED, GRED, and AGRED.

Finally, Figure 10 illustrates the throughput under different packet arrival probabilities.
As illustrated, the throughput of the proposed and compared algorithms give similar T
results, whether the probability of packet arrival is set to a value lower or higher than the
probability of packet departure value. Figure 10 indicates that a packet arrival probability
equal to a value lower than the packet departure probability results in the increase of T
for the compared algorithms, as long as the packet arrival probability increases. On the
contrary, the T results for all compared algorithms are stabilized at the value of the packet
departure probability when there is congestion at the router buffer of the algorithms.

5.2. Packet loss and Dp. The proposed DGRED algorithm is compared with the RED,
GRED, and AGRED algorithms in terms of PL and DP in this subsection. The goal of the
conducted comparison is to show the quantity of packets dropping at the router buffer in
all compared algorithms. The performance measure results of PL and DP are computed
after the system reaches a steady state. The results of PL and DP are obtained as before
by running the algorithm simulations ten times with various random seeds, then taking
the mean of the ten results. The performances of RED, GRED, ARED, and DGRED
algorithms in terms of PL and DP are illustrated in Figures 11 and 12, respectively.
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Figure 12. Dp vs. probability of packet arrival

In Figure 11, the proposed DGRED algorithm marginally produces the best and least
PL performance when the probability of packet arrival is larger than the probability of
packet departure (existence of congestion). This performance is because the router buffer
in the DGRED algorithm overflows at an earlier time compared with those in the RED,
GRED, and AGRED algorithms. When the packet arrival probability is smaller than the
packet departure probability, all algorithms provide similar PL results under either a light
congestion or no congestion situation.
Similarly, in Figure 12, the proposed DGRED algorithm evidently drops more packets

at the router buffer than the RED, GRED, and AGRED algorithms when the probability
of packet arrival is higher than the probability of packet departure. Similarly, the reason
for this result is because the router buffer in the DGRED algorithm overflows at an earlier
time compared with those in RED, GRED, and AGRED.

6. Applications of the DGRED Algorithm. The proposed DGRED algorithm can
be applied as a congestion control technique for wired and wireless networks. Specifically,
this algorithm can be applied at the router buffers of wired networks such as the Internet
to alleviate overflowing packet loss probability of the router buffers (see Figure 11, which
represents the results of the overflowing packet loss probability of the DGRED and other
AQM algorithms). As a result, better network performance is accomplished (see Figures
8-11). In addition, applying the DGRED on wireless networks such as base stations of
cellular networks can manage congestion by losing fewer packets. This process leads to
enhanced network performance.

7. Conclusions. The current paper proposed a new AQM algorithm based on the GRED
called the DGRED, which identifies congestion at router buffers at an early stage, right
before the router buffer overflows. The proposed DGRED aims to stabilize the aql between
the minthreshold and maxthreshold by updating the maxthreshold and doublemaxthreshold
positions at the router buffer. This decrease or increase in theaql helps stabilize the aql
at the Taql.
DGRED uses an adaptive maxthreshold and doublemaxthreshold positions aimed to keep

the aql between the minthreshold and maxthreshold at a particular level (Taql), which may
lead to fewer packet losses.
The DGRED technique is compared with the GRED, RED, and AGRED algorithms

with regard to mql, T , D, PL, and Dp, to identify which method offers better performance
in terms of packet arrival probability parameters.
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• The RED, GRED, AGRED, and DGRED algorithms provide similar performance
measure results (mql, T , D, PL and Dp) when the probability of packet arrival is set
to a value lower than the probability of packet departure or in the event of light or no
congestion.

• The DGRED algorithm marginally offers better mql and D results than the RED,
GRED, and AGRED algorithms when the values of the probability of packet arrival are
greater than the values of packet departure probability or in the event of heavy congestion.
In addition, the RED, GRED, AGRED, and DGRED algorithms obtain similar T results
with such values of packet arrival probability.

• The DGRED algorithm marginally outperforms the RED, GRED, and AGRED algo-
rithms for PL when the value of the probability of packet arrival is larger than the value
of the probability of packet departure or in the event of heavy congestion. Moreover,
RED, GRED, and AGRED drop fewer packets (Dp) at their router buffers than DGRED
at such values of packet arrival probability.
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